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Abstract

In Blizzard 2007, the third Blizzard Challenge, participants
were asked to build voices from a dataset, a defined subset
and, following certain constraints, a subset of their choice. A
set of test sentences was then released to be synthesised. An
online evaluation of the submitted synthesised sentences fo-
cused on naturalness and intelligibility, and added new sec-
tions for degree of similarity to the original speaker, and sim-
ilarity in terms of naturalness of pairs of sentences from dif-
ferent systems. We summarise this year’s Blizzard Challenge
and look ahead to possible designs for Blizzard 2008 in the
light of participant and listener feedback.

Index Terms: Blizzard Challenge, speech synthesis, evalua-
tion, listening test

1. Introduction

The Blizzard Challenge was conceived by Alan Black and
Keiichi Tokuda with the aim of comparing research techniques
in building corpus-based speech synthesisers [1]. In each an-
nual Challenge, a speech database is released to registered par-
ticipants to build synthetic voices. A set of test sentences is
then released for participants to synthesise. A subset of the
synthesised sentences are evaluated in listening tests. Bliz-
zard 2005 and 2006 were organised and run by CMU. Bliz-
zard 2007, run by the Centre for Speech Technology Research
(CSTR) at the University of Edinburgh, preserved the main
features of the previous challenges and introduced new ones.
For general details of Blizzard 2007, the rules of participation,
a timeline, and (in due course) information on forthcoming
Blizzard Challenges, see [2]. In this paper we summarise Bliz-
zard 2007 — participants, voices to be built, evaluation design,
results, and listener feedback - and consider possible designs
for the next Blizzard Challenge.

2. Participants

The Blizzard Challenge 2005 [1, 3] had 6 participants and
Blizzard 2006 had 14 [4]. In 2007, the number of entries in-
creased again: 19 sites registered, 18 returned signed licences
for the data and 16 submitted entries:

e CereProc Ltd, UK

e Carnegie Mellon University, USA

e CSTR, University of Edinburgh, UK
e DFKI GmbH, Germany

e HTS working group (Nagoya Institute of Technology,
Nara Institute of Science and Technology, University
of Edinburgh), Japan and UK

e iFlytek Research, P.R. China
e INESC-ID, Portugal
e IVO R&D, Poland

e mXac, Australia
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e Nokia Research Center Beijing, PR. China

e SVOX AG, Switzerland

e Toshiba, UK and Japan

e University College Dublin, Ireland

o Universitat Politecnica de Catalunya, Spain

e University of Science and Technology of China

e Voiceware Co. Ltd, Korea

See Tables 6 to 8 at the end of this paper for an overview of
the systems’ characteristics based on participants’ responses
to a questionnaire.

3. Voices to be built

The data for voice building was provided by ATR. Partici-
pants who had signed a user agreement were able to download
about 8 hours of data which had been made available from the
16 hour ATR English Speech Corpus of an American English
speaker. For further details on this corpus, including the num-
ber of sentences and phoneme coverage of the Blizzard 2007
subset, see [5].

Participants were asked to build three synthetic voices
from the database, using the same method, software, external
data, etc.

e Voice A: from the full dataset (about 8 hours)
e Voice B: from the ARCTIC subset [6] (about 1 hour)

e Voice C: from a subset of the data chosen by each par-
ticipant, under the following conditions:

— selection could only be based on the text (and
not the speech, or any information such as la-
belling which had been derived with reference to
the speech signal)

— if the selection method required phonetic,
prosodic, or any other type of labelling, this had
to be derived from the text only

— entire utterances had to be selected

— the total duration of the utterances selected had
to be no more than 2914 seconds (the duration of
the ARCTIC subset) - participants were provided
with a durations file to make this calculation

e if the provided database was used to train any parts of
the system (e.g., a prosodic model or HMM parame-
ters), then for voices B and C, the whole database could
not be used to train those parts, but only the appropriate
subset.

For full details of the Blizzard 2007 rules, e.g. use of external
data, see [7].



4. Test Sentences
The 400 test sentences were from two sources:

e 300 held-out sentences from the ATR corpus [5] in the
following genres:

— Conversational (100)
— News (100)
— ARCTIC (100)

For each genre the total number of sentences was dou-
ble that distributed in 2006 in order to discourage man-
ual intervention during synthesis.

e Sentences designed for intelligibility tests, newly gen-
erated by Richard Sproat:

— Modified Rhyme Test (MRT) [8] - 50

— Semantically Unpredictable Sentences (SUS) [9]
-50

All 16 participants submitted samples of voices A and B
for evaluation; 11 submitted samples of voice C.

5. Evaluation

The evaluation was conducted online. We were very fortu-
nate to receive materials from the previous organisers at CMU
for the web interface and database. This enabled us to build
on the design developed over the last two Blizzard challenges
[1, 3, 4], and adapt certain features in response to previous lis-
tener and participant feedback. We also wanted to incorporate
current research at CSTR on speech synthesis evaluation using
Multi-dimensional Scaling (MDS) techniques [10]: section 2
of the evaluation was designed to tell us more about the eval-
uation itself and to try to identify which features the listeners
were focusing on when making their responses with respect to
the ‘naturalness’ of samples.

5.1. Listener types

Four listener types were used (letters in parenthesis show the
identifiers used for each type in the distributed results):

e Speech experts (S). Participants were asked to recruit at
least 10 speech expert listeners each, preferably native
speakers.

e Paid US undergraduates, native speakers of US En-
glish, assumed to be aged about 18-25 (U). These were
recruited by contacts in USA, and by advertising for
US students studying in Edinburgh to do the evaluation
in a supervised lab.

e Paid UK undergraduates, native speakers of British En-
glish, aged 18-25 (K). In order to to boost the number
of completed evaluations and as a means of ensuring
that paid subjects matched the constraints required for
the paid listener groups, we introduced this new lis-
tener group. Evaluations with this listener group were
conducted in supervised labs.

e Volunteers (R) - ‘real people’.

5.2. Interface

The registration page for each listener type presented an
overview of the purposes of the challenge and tasks. Since
some listeners in previous evaluations had felt that they were
being tested [4], it was made clear in the instructions that it
was the listeners who were doing the testing, and the word
‘test” was avoided elsewhere. On registration, in order to re-
duce the load of the task, as in Blizzard 2006 [4] listeners were
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assigned to hear only voices built with one of the datasets - A
(full dataset), B (ARCTIC), or C (subset of the data chosen by
each participant).

There were 5 sections in the evaluation. They could be
done in any order, though the order presented was designed
to take listeners from lighter tasks to more difficult ones and
was intended to improve completion rates. Listeners were en-
couraged to do the evaluation in a single session, estimated at
45 minutes (possibly longer for non-natives), but the evalua-
tion could be done in multiple sessions if desired. On com-
pletion of any section, or after logging in again, a progress
page showed listeners how much they had completed. De-
tailed instructions for each section were only shown on the
page with the first part of each section; subsequent parts had
briefer instructions in order to achieve a simple layout and
a focussed presentation of the task. Sections 1 and 2 were
new for Blizzard 2007; the tasks in sections 3, 4 and 5 were
very similar in design to those in some sections of Blizzard
2005 and 2006 but instructions were rewritten and the inter-
face changed. Since media player issues (such as pop-up win-
dows, or web browsers navigating to a new page when sound
files were played) were reported in [4] as a primary cause of
complaints by listeners, we used an embedded media player
design.

5.3. Listener tasks

We will now look at the tasks in each section and how they
were presented to the listener.

e Section 1: In each part, listeners could play a fixed set
of 4 reference utterances from the original speaker (2
taken from ATR conversational data and 2 from ATR
news data) and one synthetic sample. They were in-
structed to choose a response that represented how sim-
ilar the synthetic voice sounded to the voice in the ref-
erence samples on a scale from 1 [Sounds like a to-
tally different person] to 5 [Sounds like exactly the
same person]. This section was introduced primarily
because statistical parametric synthesisers have the po-
tential to sound like another speaker (e.g., if the models
have been trained on speech data from other speakers
and then adapted to the target speaker).

e Section 2: In each part, listeners heard pairs of dif-
ferent sentences - one sample from each of two of the
participating systems, or, in the case of one system or-
dering for each dataset (see Section 5.4), two samples
from the same system. Listeners were to ignore the
meanings of the sentences and instead concentrate on
how natural or unnatural each one sounded. They then
chose whether, in their opinion, the two sentences were
similar or different in terms of their overall naturalness.
This section was designed to be analysed using Multi-
dimensional Scaling (MDS) techniques [10]. Since this
analysis is more complex, it was not available to par-
ticipants until the time of the Blizzard 2007 workshop;
see [11].

e Section 3: Mean Opinion Score (MOS), conversational
domain. In each part of sections 3 and 4, listeners
were presented with one utterance and chose a score
which represented how natural or unnatural the sen-
tence sounded on a scale of 1 [Completely Unnatural]
to 5 [Completely Natural].

e Section 4: MOS, news domain.

e Section 5: Semantically Unpredictable Sentences
(SUS) designed to test the intelligibility of the syn-
thetic speech. As in previous years the structure of



the sentences was det-adj-noun-verb-det-adj-noun, al-
though this was not explicitly stated to the listeners.
Listeners heard one utterance in each part and typed in
what they heard.

Some listeners in previous evaluations reported that they
had trouble calibrating MOS scales until they had already lis-
tened to some examples and submitted scores, which they
could not then go back and change [3]. The ordering of the
different sections this year was intended to make listeners fa-
miliar with the range of synthesised examples, including com-
parison with samples of the original speaker and with samples
from all systems in terms of their naturalness, before reaching
sections where they had to give MOS scores for single samples
based on how ‘natural’ they sounded. An alternative would
have been to present the listeners with some calibration sam-
ples (chosen by the experiment designers) that represented the
extremes of the scale. This was not done since any such cal-
ibration examples would themselves be chosen subjectively.
The variety of system orderings used in the evaluation also
helps diminish the statistical impact of any calibration effects
in the early parts of the MOS tests.

In the SUS test, because of issues reported in previous
challenges [3, 4], where listeners had complained that they
should have been forewarned about the nonsensical nature of
sentences, and that the difficulty of the sentences contributed
to some listeners feeling their intelligence was being tested,
the instructions explained that sentences were not intended to
make sense, that some might be unintelligible, that they might
include unusual words, but that listeners should enter all the
words they heard. Listeners were asked to limit the number of
times they played each sentence to the fewest possible. Since
it was anticipated that some listeners might give up during this
task, they were encouraged to complete all parts even if they
found it difficult.

Several features of the evaluation design were intended to
maximise completion rates. It was not too long, it could be
done in stages, and the tasks were presented in order of per-
ceived difficulty, though listeners could choose to do them in
any order if they preferred. They were told how many sections
to expect and could see their overall progress after completing
a section or logging in again.

5.4. Listener groups and system orderings

We look now at the underlying experimental design. Follow-
ing the Blizzard 2006 design, the number of listener groups
for each voice was determined by the total number of systems
which had submitted samples for that voice plus the original
speaker, i.e. 17 for each of voice A and B, and 12 for voice C.
System orderings were systematically varied by using a Latin
Square design. For sections 1, 3 and 4, Voices A and B re-
quired order 17 Latin Squares and Voice C order 12. Section
5 required a variation: there were no recordings of the original
speaker reading the SUS sentences, so there were 16 systems
for voices A and B and 11 for voice C. Since we already had
17 listener groups for each of voice A and voice B, as required
by sections 1-4, an extra row was added to an order 16 Latin
square (for voices A and B) and to an order 11 Latin square
for voice C, in order to provide enough system orderings for
the 17 or 12 listener groups respectively. This additional row
was taken from another Latin Square of the same order, i.e. no
complete system ordering (a row of the square) was repeated.
A consequence of this is that, in Section 5 only, each system
appears in the same position (column of the square) twice, al-
though the surrounding context differs.

Distinct Latin Squares were constructed for all voices and
sections. The rows of the squares corresponded to the listener
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groups, the columns corresponded to the sentences. The sym-
bol (a letter from A to Q) in each cell (z,7) represented the sys-
tem that listener group ¢ heard reading sentence j. For each
listener group, each test had a different ordering. No system
was in the same slot across the two MOS tests for any single
listener group. The evaluation was designed to minimise pos-
sible ordering effects. The Latin Squares were as balanced as
possible, but Latin Squares of odd order - required for some
voices and sections due to the number of systems - cannot be
perfectly balanced.

In section 2 each listener group would hear 17 (voices A
and B) or 12 (voice C) of the total possible pairings of sys-
tems (including the original speaker), in both orderings. The
pairs were of differing sentences. A Graeco-Latin square de-
sign was used in order to distribute the pairs across the lis-
tener groups so that each pair was unique and each system
appeared once as the first and once as the last of a distinct pair
in each row of the square (listener group); systems appear in
first or last position for any slot once only. The same-system
pairs are all in one row (listener group) because otherwise the
other constraints cannot be satisfied. This was necessary, al-
though it was admittedly confusing to some of the listeners in
that listener group, who detected that all of the pairs sounded
the same in terms of naturalness. This was not always the
case though - some listeners responded that same-system pairs
were different in terms of their overall naturalness.

5.5. Listening test sentence selection

The sentences for participants to synthesise were randomly
selected from the held out ATR data. In order to select the
sentences for use in the online evaluation, the conversational
and news sets were re-shuffled and where there was no valid
reason for exclusion the required number of sentences were
simply taken in order from these shuffled sets. Criteria for
exclusion included

e sentences with features that would be a test of text nor-
malisation

e sentences containing foreign words

e sentences containing more than one sentence (e.g.,
question and statement)

e sentences that were clearly ambiguous in how they
should be read

We also tried to select sentences of a similar length because
some sections of the listening test involve pairs of sentences.
A final check was made that, where applicable, the original
speaker read each sentence well, without disfluencies or mis-
pronunciations.

The MRT section of the listening test was dropped this
year, partly because it is tedious for listeners, but mainly be-
cause space was needed for the MDS section: we desired the
listening test to have a maximum duration of around 45 min-
utes for most listeners. We also dropped the MOS section
based on ARCTIC sentences for this reason.

The sentences in section 2 (MDS) were all used in the
MOS tests as well. In all but one case, the two sentences
within a pair being compared were from the same genre - con-
versational or news. Sentences of similar length were used in
all pairs. The reason for repeating the MDS sentences in the
MOS tests was that it would allow us to compare MOS scores
and position in MDS space.

5.6. Listener numbers

The listener responses used for the distributed results were ex-
tracted from the database on 8th June 2007 at 04:43 BST. The



online evaluation had been running for just over six weeks.
489 listeners had registered, of whom:

e 306 completed all sections of the evaluations
e 97 completed some of the evaluation
e 86 entered no response at all.

See Table 9 for a detailed breakdown of evaluation com-
pletion rates for each listener type.

6. Results

A full description of the statistical analysis of the listening test
results that were performed by the organisers and distributed
to participants, is provided in [11].

In Blizzard 2006, statistics were presented for two condi-
tions: “strict” (using responses only from listeners who com-
pleted the whole listening test) and “lax” (using responses
from all listeners, but discarding partially-completed sec-
tions). The two sets of statistics generally agree. It appears
that listeners who do not complete the entire test still pro-
vide consistent responses. In other words, we do not believe
they give up because they are having difficulty with the task.
Therefore, in 2007, we used all listener responses to compute
the summary statistics. Since the listening test design is based
on Latin Squares, and therefore each individual subject only
hears a small part of the whole dataset, this does not unbalance
the design. Note that, in order to keep the design as balanced
as possible overall, we attempted to get equal numbers of lis-
teners assigned to each group (i.e., each row of each Latin
Square).

MOS data from sections 3 and 4 was combined in our
analysis, although we did distribute the raw data to allow par-
ticipants to make comparisons within sections, should they
wish. It is planned to publically distribute the raw data,
our statistical analysis and the synthetic speech itself (all
anonymised) via the Blizzard pages on the SynSIG website
[2].

Note that for calculation of WER in Section 5, allowance
was made for certain spelling variations in listener responses,
both because some words were obscure and because many lis-
teners were non-native speakers. Additional problems faced
during computation of WER include splitting or compounding
words (e.g., “thunder showers” should be considered a correct
response, even if the correct transcription is “thundershow-
ers”). Calculation of WER was performed automatically by
using a spelling-comparison program written specifically for
this purpose. The program was carefully tuned empirically so
that the program’s decisions on spelling errors were close to
the opinions of the experimenters.

As in previous years, system names were anonymised in
all the distributed results. Actual listener responses to sections
1,3, 4 and 5 were also distributed together with a lot of extra
background information about each anonymised listener. The
information was taken from optional responses to a listener
feedback questionnaire presented on completion of the evalu-
ation. See Section 7.4 and Tables 13 to 35 for a summary of
this information.

7. Discussion

In this section we discuss issues arising from Blizzard 2007.

7.1. Barriers to participation

One registered participant (a commercial organisation) was
unable to enter a system this year due to difficulties in get-
ting the contract for the data agreed. This suggests that, in fu-
ture, all other things being equal, freely available data should
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be preferred. However, the availability of high-quality data
from ATR was a very significant benefit to Blizzard 2007, and
we feel this outweighed the legal overheads when using such
commercial data.

One group of MSc students registered but did not submit
an entry, possibly because of difficulty in raising the USD 500
entry fee. Reduced or zero fees for student entries would solve
this problem, but may lead to a larger number of (perhaps
lower quality) entries, which may add little to the scientific
goals of Blizzard.

7.2. Quality of entries and the aims of Blizzard

Several listeners complained about poor quality synthesis; it
is possible that this is a reason for many non-completions of
the listening test. Also, such entries give a poor impression of
the quality of TTS available today and may lead to a ceiling
effect in listener responses, making the better systems harder
to differentiate.

Therefore, some thought must be given to the goals of
Blizzard, and a balance must be found. Blizzard is

e a scientific enquiry, not a competition

e a comparative survey of current synthesis systems and
the techniques they employ

e a valuable opportunity for participants to obtain exten-
sive listening test results for their system, and compar-
isons with many other systems, which they are unlikely
to be able to arrange on their own

e a comparison of techniques, both widely used and
novel ones, not just of participants’ own engineering
skill

We intend to continue to encourage more teams to par-
ticipate in Blizzard. With increasing numbers, it will be nec-
essary to re-think the listening test design, since the current
Latin Square method will probably not scale up beyond about
20 participants.

It may become necessary or desirable to conduct a two-
phase listening test. An initial phase would provide the statis-
tics that are currently available for all systems. A secondary
phase would take a subset of systems (either the 'best’ ones
or a representative subset of all systems) forward for a more
detailed evaluation.

One goal of Blizzard that is not currently being achieved
is to determine why some systems are rated higher than others.
We have made a first step towards this with the MDS section
in Blizzard 2007, but would like to go much further in future.

7.3. Listener recruitment and completion rates

Registration numbers and completion for speech experts in-
creased this year: 163 out of 202 registered speech experts
completed the evaluation in 2007 compared to 83/134 in 2006.
On the other hand, the rate for volunteers decreased: 65/198
(2007) compared to 113/214 (2006). These comparisons may
be misleading however, since some of the 2006 volunteer lis-
tener type should perhaps have been registered as speech ex-
perts [4]. As noted in Section 6 we used all listener responses
to compute the summary statistics in this year’s analysis - re-
sponses from both complete and partially completed evalua-
tions. A detailed breakdown of the numbers of each listener
type whose responses were used in the results for each voice
is shown in Tables 5 to 12.

The registration levels and completion rate for US stu-
dents was very low this year: 16/27 (2007) compared to 44/55
(2006). This is thought to be because the evaluation was based



in the UK, and recruitment of US undergraduates was per-
formed with help from US-based faculty, which was not effec-
tive. We had hoped to compare responses between the newly-
introduced UK undergraduate group with the US undergrad-
uate group in order to determine if there were any systematic
differences. The low number of US Undergraduates makes
this impossible. However, we still believe that the UK under-
graduates are a valid listener group. Conducting paid evalua-
tions in a supervised lab also enabled us to achieve 100% com-
pletion rates for the UK undergraduate group, which suggests
that we should use this method more in future challenges. It
has the additional advantage of more controlled listening con-
ditions (headphones; quiet distraction-free environment)

We have left the web-based evaluation system online.
About 20 listeners have registered in the 2 months since the
official end of the evaluation and 10 of them have completed
it. A new listener group has also been created for current re-
search at CSTR into older listeners’ perception of speech syn-
thesis. For the listeners in this group, we have extensive addi-
tional information, including highly-detailed audiological test
results. We plan to report the results from this listener group
at a later date.

7.4. Listener feedback

On completing the evaluation, listeners were given the oppor-
tunity to tell us what they thought through an online feedback
form. This was based heavily on the Blizzard 2006 listener
questionnaire [4], to which we added questions about the new
sections we had introduced for Blizzard 2007, about the level
of English of non-native listeners, the number of sessions re-
quired to complete the evaluation, whether the whole evalua-
tion was taken in the same environment, and the noise level
whilst taking it. All responses were optional. Feedback forms
were submitted by all but one of the 306 listeners who com-
pleted the evaluation (Table 13), and included many detailed
comments and suggestions from all listener types.

Listener information and feedback is summarised in Ta-
bles 2 to 35. There were more than twice as many male
listeners as female (Table 2); the number of native speakers
of English and non-natives was almost equal (Table 4). The
most frequent first languages (Table 1) of non-natives were
Japanese (29), Chinese(21) and German (21).

Most listeners used headphones, (Table 20), most were
in the same environment for all samples (Table 21), mostly
a quiet environment (Table 22), and most did the evaluation
in one session (Table 23). This was good because these are
the kind of factors that we cannot control in an online evalua-
tion and the majority of listeners reported using a set-up sim-
ilar to that which we would have used if we were conducting
the evaluation in a lab. Details on the most widely used web
browser will be useful when considering configuration issues
in the next Blizzard Challenge, (Table 24) though we cannot
tell if the browsers used represent listeners’ first choice: some
comments implied that people had used the browser stated be-
cause it worked better with our interface than the one they
usually preferred.

Listeners were asked if they found the tasks easy or diffi-
cult, and in the latter case to give reasons why. They were also
asked about the average number of times they listened to sam-
ples in each section (Tables 25 to 35). About 75% of listeners
found sections 1 and 2 easy, and about 86% found sections 3
and 4 easy, but about 47% of listeners found section 5 hard.
This is reflected by the number of times samples were listened
to: about 85%-90% listened to the samples in sections 1-4 just
once or twice, but in section 5 nearly 50% listened to the sam-
ples 3-5 times and about 15% listened 6 or more times. From
comments left about the tasks it was clear that in Sections 1-
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4 several listeners had doubts about initial calibration of the
scale, the size of the scale, and what the instructions meant
by ‘similar’ (section 1) and ‘natural’ (Sections 2-4). This is a
typical problem for listeners doing these kinds of tests. Some
suggested that actual examples should have been given to il-
lustrate the scale, but we wanted to avoid imposing our own
subjective choices with respect to this, in particular because
in Section 2 we wanted to identify the features that listeners
themselves appeared to focus on in order to define natural-
ness. The comments about these issues from all listener types
showed that they gave serious thought to the task. Some lis-
teners felt confused by the instructions, although we had ex-
pended considerable effort on the wording in order to avoid
ambiguity. That the task itself is also unfamiliar for many lis-
teners made this more difficult.

At the end of the feedback questionnaire, listeners were
asked to state what they liked most and least, one thing they
would change in the evaluation, and for any additional com-
ments. There were many positive comments about the evalua-
tion interface, simple layout, clarity of instructions, use of em-
bedded media players, length and variety of tasks, and being
able to stop at any point and do the evaluation in more than one
session. Concerning the samples themselves, listeners were
impressed by the variety of systems and techniques and how
good/convincing/natural the better samples were, but some
complained about the inclusion of poor samples which they
found made the task more tedious. Several listeners would
have liked more feedback of progress within sections. We had
intended to include this in response to listeners’ comments on
previous evaluations and it should be a feature of the next in-
terface.

Section 5 (SUS) was most often singled out as the
favourite section by native speakers, who often found the sen-
tences hilarious. For non-natives, it was the most difficult sec-
tion however, and some suggested that this section should be
for native speakers only, due to the obscure vocabulary. Other
suggestions for the SUS test included varying the structure
of SUS sentences, and having SUS samples from the origi-
nal speaker so that the WER would also be calculated with
natural speech. A WER result for natural speech would of
course be extremely useful in interpreting the WERs for syn-
thetic speech.

7.5. Suggestions for future Blizzard Challenges

General listener and participant suggestions for future chal-
lenges included excluding systems with really poor quality
samples and extending the period of evaluation. Concerning
data, there were calls for

e Languages other than English
e A female voice
e Non-US accents

Participants were divided on whether to use larger databases
or not. With respect to the content of the evaluation, sugges-
tions included

e Synthesis of paragraphs
e AB comparison tests

e Expressive or emotional speech

8. Conclusions

Three Blizzard Challenges have now been completed and
from these we have been able to learn much both about tech-
niques and evaluation methods for speech synthesis. Blizzard
is not a competition - it is a challenge with scientific aims.
Rather than repeating Blizzard in a similar format next year,



perhaps we should now redesign the challenge to investigate
difficult areas that have not been included so far, in order to
motivate new and interesting approaches.
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First language | Total
Afrikaans 2
Ambharic 1
Bulgarian 1
Catalan 2
Chinese 21
Czech 1
Danish 2
Finnish 3
Flemish 1
French 1
German 21
Greek 2
Hebrew 2
Hindi 1
Hungarian 3
Japanese 29
Korean 8
Persian 1
Polish 5
Portuguese 6
Romanian 1
Russian 2
Spanish 11
Swedish 6
Telugu 1
Thai 2
Turkish 1

Table 1: First language of non-native speakers

Gender | Female | Male
Total 96 205

Table 2: Gender

Age | 18-24 | 25-39 | 40-59 | 60 and over
Total 104 155 39 3

Table 3: Age

Native-speakers | Non-natives
Total 151 149

Table 4: Native and non-native speakers of English

A B C

K 29 20 | 13
R 53 57 | 31
S 73 67 | 40
U 10 6 4
ALL | 165 | 150 | 88

Table 5: Listener types per voice, showing the number of lis-
teners whose responses were used in the results
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Registered | No response at all | Partial evaluation | Completed Evaluation
K 62 0 0 62
R 198 57 76 65
S 202 22 17 163
U 27 7 4 16
ALL 489 86 97 306
Table 9: Listener registration and evaluation completion rates
AO1 | AO2 | AO3 | AO4 | A0S | AO6 | AO7 | AO8 | A09 | A10 | All | A12 | Al13 | Al4 | AI5 | Al6 | Al7
K 1 3 2 2 2 1 2 3 2 2 1 1 2 1 1 0
R 2 3 2 3 3 8 3 3 3 2 2 3 3 1 1 6 5
S 4 3 7 8 2 5 6 4 3 3 4 4 2 4 3 7 4
U 1 1 1 0 2 1 0 0 0 0 2 0 1 0 1 0 0
ALL 8 10 12 13 9 15 11 10 8 7 9 8 8 6 6 16 9
Table 10: Listener groups - Voice A, showing the number of listeners whose responses were used in the results - i.e. those with
partial or completed evaluations
BO1 | BO2 | BO3 | B04 | BO5S | BO6 | BO7 | BO8 | BO9 | B10 | B11 | B12 | B13 | B14 | B15 | B16 | B17
K 2 1 1 1 1 2 2 1 1 1 1 1 1 1 1 1 1
R 0 3 6 1 4 1 6 4 1 3 4 5 5 1 2 4 7
S 4 3 4 5 5 3 5 3 4 3 2 4 6 6 4 4 2
U 0 0 2 1 0 0 0 1 1 0 0 0 1 0 0 0 0
ALL 6 7 13 8 10 6 13 9 7 7 7 10 13 8 7 9 10

Table 11: Listener groups - Voice B, showing the number of listeners whose responses were used in the results

C01 | C02 | CO3 | CO4 | CO5 | CO6 | CO7 | CO8 | CO9 | C10 | C11 | CI12
K 0 1 1 1 2 1 1 1 2 1 1 1
R 0 2 5 5 0 0 4 5 3 2 3 2
S 4 3 5 4 3 3 4 2 2 3 4 3
U 0 1 0 0 0 1 0 1 0 1 0 0
ALL 4 7 11 10 5 5 9 9 7 7 8 6

Table 12: Listener groups - Voice C, showing the number of listeners whose responses were used in the results

Listener Type

K | R S U

ALL

Total

62 | 65 | 162 | 16

305

Table 13: Listener type totals for submitted feedback

Level

High School

Some College

Bachelor’s Degree

Master’s Degree

Doctorate

Total

21

34

78

102 66

Table 14: Highest level of education completed

CS/Engineering person?

Yes

No

Total

194

108

Table 15: Computer science / engineering person

Work in speech technology?

Yes

No

Total

176

124

Table 16: Work in the field of speech technology
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Frequency | Daily | Weekly

Monthly

Yearly | Rarely

Never | Unsure

Total 82 53 34

58 40

9 23

Table 17: How often normally listened to speech synthesis before doing the evaluation

Dialect of English | Australian | Indian | UK | US | Other
Total 4 2 82 | 47 8
Table 18: Dialect of English of native speakers
Level of English | Elementary | Intermediate | Advanced | Bilingual
Total 18 42 69 20
Table 19: Level of English of non-native speakers
Speaker type | Headphones | Computer Speakers | Laptop Speakers | Other
Total 241 38 14 4

Table 20: Speaker type used to listen to the speech samples

Same environment?

Yes | No

Total

289 | 6

Table 21: Same environment for all samples?

Environment

Quiet all the time | Quiet most of the time

Equally quiet and noisy

Noisy most of the time

Noisy all the time

Total

180 90

21

3

1

Table 22: Kind of environment when listening to the speech samples

Number of sessions

1 2-3 | 4 or more

Total

195 | 80 21

Table 23: Number of separate listening sessions to complete all the sections

Browser | Firefox | IE | Mozilla | Netscape | Opera | Safari | Other
Total 98 168 5 2 3 12 6
Table 24: Web browser used
Section 1 | Easy | Difficult
Total 218 79
Table 25: Listeners’” impression of their task in Section 1

Scale too big, | Bad speakers, playing files
Problem too small, files disturbed others, Other
or confusing connection too slow, etc
Total 0 2 44

Table 26: Listeners’
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Number of times

1-2

3-5

6 or more

Total

255

41

1

Table 27: Number of times listened to each example in Section 1

Section 2

Easy

Difficult

Total

220

75

Table 28: Listeners’ impression of their task in Section 2

Problem

Unfamiliar task

Instructions not clear

Bad speakers, playing
files disturbed others
connection too slow, etc

Other

Total 22

25

0

30

Table 29: Listeners’ problems in Section 2

Number of times

1-2

3-5

6 or more

Total

269

28

0

Table 30: How many times listened to each example in section 2

Section 3 and 4

Easy

Difficult

Total

253

39

Table 31: Listeners’ impression of their task in Sections 3 and 4

Problem

All sounded same and/or
too hard to understand

1 to 5 scale too big,
too small, or confusing

Bad speakers, playing
files disturbed others,
connection too slow, etc

Other

Total

1

27

0

19

Table 32: Listeners’ problems in Sections 3 and 4

Number of times

1-2

3-5

6 or more

Total

263

33

0

Table 33: How many times listened to each example in sections 3 and 4?

Section 5 (SUS)

Usually understood
all the words

Usually understood
most of the words

Very hard to
understand the words

Typing problems:

words too hard to spell,

or too fast to type

Total

22

135

121

16

Table 34: Listeners’ impressions of the task in Section 5

Number of times

1-2

3-5

6 or more

Total

112

140 42

Table 35: How many times listened to each example in section 5
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