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Abstract

This paper describes NTTS participation in the Blizz
Challenge 2008. The Blizzard Challenge 2008 extentled t
evaluation languages to Mandarin. In this year, biasic
NTTS system was updated with a new Mandarin phrase
prediction module. According to the listening ewlan
results, all three aspects of English voice, sintyaMOS and
word error rate, have been improved slightly. Hoarexthe
performance of Mandarin voice was not as good as we
expected. Some result analyses on Mandarin voiee ar
presented in this paper.

Index Terms: speech synthesis, unit selection, Blizzard
Challenge

1. Introduction

Blizzard Challenge [1] has been held several times/&duate
different Text-To-Speech systems based on common
databases since 2005. Many research institutesipated in
this system evaluation. In the last several yeansessystems
[3,4,5,6] have achieved quite high in naturalnessl a
intelligence, according to statistical analysistioé listening
test results[2].

The quality of the whole text-to-speech system ddpe
on many different aspects. As a whole system etialyathe
results reflect many years’ accumulation of a ¢ertasearch
institute. It is more challenging for a developisgstem.
Despite this disadvantage, the new developing systan
benefit from idea exchanges; understanding morautatie
current technology trend. The Blizzard Challenge also
provides a valuable opportunity to carry out exiens
listening tests with the benchmark from other pgtnts’
systems.

In 2007, the Nokia Research Center Beijing partieigpat
in the Blizzard Challenge for the first time wittdaveloping
system called NTTS. Based on the listening testlteswe
can identify the weakness of our NTTS system. At shme
time, NTTS is formally tested because there areaallysmot
enough native English speakers available.

The organizer of Blizzard Challenge 2008 decided to
extend the evaluation languages to Mandarin Chinlessting
two languages on the same system framework allaws f
checking and verification of the system’s multilirag
capability.

In order to achieve better naturalness, the baSiENwas
updated with a new Mandarin phrase prediction madul

This paper is organized as follows: Section 2 gitres
overview of the NTTS system where main modules are
described. Section 3 shows changes made in this §eation
4 presents the voice building procedure for the Z3lid
Challenge 2008, including English and Mandarin. éoti®n
5, listening test results are provided with addigibattention
paid to the Mandarin results’ analysis. Finallytget6 is the
summary.

2. Overview of NTTS system

As described in [8], Nokia TTS system (NTTS) is ave
concatenation unit selection system. Currently NT3 Still
under development. It consists of three main madule
including text processing, unit selection and weawef
generation. Currently there is no explicit prosodyduie in
our system. The whole text to speech proceduréasis in
figure 1, taking “hello” as an example.
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Figure 1: NTTS speech synthesis procedure

Three main modules will be described in following:

2.1. Text processing

The text processing module is composed of text abration,
word segmentation (if applicable.), POS (Part-Oé&gh)
Tagging, phrase boundary prediction, and TTP (Text-
phoneme) modules.

The text normalization module converts the inputted
sentence into specific standard form. Encoding ewsion,
abbreviation expansion and digit-to-text stringngfarmation
are carried out in this module. The dictionaryabbreviation
needs to be maintained from domain specificallyoider to
cover as many phenomena as possible, the digiepsow
function is dynamically revised from time to time.

Word segmentation is necessary for languages whose
writing system doesn’t mark word boundaries. Chinissa



typical language for that. But there is no genetahdard to
clearly define the word boundaries. Even in thenitéin of
“word” itself, no word set exists that everyone \ebdind
acceptable. In practice, both lexical words (grammard)
and prosodic word are widely used. Lexical worde ar
targeted in grammar analysis, e.g., POS tagging.prasodic
words are targeted in prosody analysis and rhyttudys
Different word segmentation methods have been egglo
But no perfect one exists for all applications. Aftiee word
boundary is given, character to pinyin conversian be for
the most part clarified.

2.2. Unit selection

During the unit selection phase, a non-uniform c@a
method is implemented through a search strategy.\ilttole
search procedure consists of searching in diffefapeérs.
Three layers, including syllable, word and phrese, used.
All units of a certain layer are taken as trunks.okder to
maximize the integrity of the fundamental unit, thecoding
is done from the bottom to up. The unit selectioocpdure is
shown in figure2.
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Figure 2: Unit selection procedure

In order to maximize the integrity of the fundananitnit,
the new search strategy decodes the chunks latggrlayer,
from bottom to top. Given the output from text asé, all
units in different layers can be seen as chunksmHrsottom
up, they are phonemes, syllables, words and phregesake
a phoneme as the smallest unit in this paper.

During the search procedure, in the first rounduits at
the syllable layer can be decoded separately ugiteybi.
These instances in the voice database should hioxe @in
cost. If these syllables exist in the voice datab#e value of
join cost is zero. If the number of instances ighhipruning
will take place, and only those instances whichehtae most
similar or exactly the same context will survivetHe number
of instances is less than the N-best requiremeames
phoneme sequences will be generated using phonteamas
different syllables. This scheme provides solutiforsunseen
words, or just a new context environment which wasseen
in source speech.

After the first round, all top N-bests form the datate
list for the corresponding syllables. The seconshtbfor the

word layer can be searched out as a syllable round.

Candidates for each chunk are from the result optiegious
round. Again, the output of each chunk forms a whatd for
the next layer phrase.

From the candidates of words, it is easy to seatcine
phrase level. The results can be seen as the resuthe
whole sentence.

Using the above procedure, for a target sequefica i
instance of this sequence exists in the sourcebds¢a this
instance will be selected. Basically the maximungterof the
target sequence will be selected, as the non-umifanit
selection usually does.

During the multilayer search, it is possible topskbme
middle layers, e.g., the syllable layer. The whtdger
framework depends on the concrete language, or kihatof
granularity is wanted.

The new search strategy focuses more on the ityegri
quality of the fundamental unit. Inside the chuel., a word,
the accuracy of phoneme boundary annotation is asot
sensitive as in the usual search method. The quneling
unit sequence will be selected. Of course, the danpn
accuracy does effect wav concatenation. It is ptssome
part of the wav, no matter if it is in time domafrequency
domain or another parameter domain, will be mis&ad. it
will not affect the selection procedure. In the ecaghere a
long unit sequence is selected, the boundary emdrsnot
accumulate. Only the boundary error of the begigrémd
ending unit will be revealed. Furthermore, in thetsi which
the beginning and ending unit abut may be silerrcpanise,
their relative boundary tolerance is wider thaneothnits’.
Concatenations costs at points of low power or paase
relatively low.

During selection procedure, prosody informationnat
specifically considered. It is assumed that prosddy
contained in the context implicitly. The prosodyusture
information, such as prosody phrase boundary, can b
considered as a different layer for decoding.

2.3. Waveform generation

The original speech corpus is analyzed and corvert®
other parameter domains, e.g., Isp or mgc, etcebdipg on
the application case, these parameterized wavefoensbe
encoded into low bit stream to save valuable s®rsgace.
Data compression is very important for embeddedcday
NTTS has such a module, but the detail is not @xdrere
because the footprint is not the crucial topic Blizzard
Challenge.

After unit selection, these selected candidatesl neeée
reconstructed into time domain waveforms. In order
smooth the boundary of joint point, sometimes digna
modification technologies are introduced. In NTTH8,signal
modification function is used.

3. Changesto system 2007

Basically NTTS 2008 is very similar to NTTS 2007.
Compared with NTTS 2007, changes are made to the tex
processing module to support Mandarin phrase piedic
The unit selection module is adjusted accordingly.

e Adding Mandarin phrase boundary prediction modale t
NTTS 2007. In NTTS 2007, there is no phrase
prediction module for Mandarin. The unit selection
Mandarin mainly depends on word boundary, character
position in word, position in sentences, and phianet
context and acoustic features.



«  Emphasizing phrase boundaries. This year Mandarin i
covered in Blizzard Challenge evaluation, and we want
to make the prosodic phrase clear. The weight for
phrase boundary is set much higher than the wéaght
other features.

Above changes should have no impact for Englistcevoi

database. For our own Mandarin voice databaseyaiéng

text corpus and test text corpus are manually atedtwith
phrase boundary information. Quality improvement dze
observed after adding Mandarin phrase boundaryastipp

4. Building voicesfor the Blizzard
Challenge 2008

4.1. English voice

Speech segmentation and voice build are done efflin

4.1.1. Speech corpus

The English speech corpus for the blizzard 200®mposed
of 9509 utterances. The speaker is a male from Tital
time length of English corpus is around 15 hourse Tav
files are in 16k sampling rate. Beside speech dtta,
orthographic transcription of the whole databasevilable.

The organizer kindly released the unilex1.3 foeiasted
participants. All festival Utterance structures farhole
database are also produced from this lexicon andema
available. Due to our lack of familiarity of the Uiccent, we
fully depend on these festival utterance strucfiiless. No
manually check of these files has been carried out.

This database is more prosodically varied and gjidess
'newsreader" style[11].

4.1.2. Speech segmentation

From the utterance structure files the phoneme esempu for
each utterance was extracted. HTK toolkit [10] waed to
align the phoneme sequences with waveform files. aAs
typical HTK force alignment procedure, the wholédbng
tool chain was trained from flat start, moving framono-
phone to tri-phone, then to question-based clugjefrinally
speaker dependent tri-phone HMMs are trained.

No further manual segmentation corrections were
undertaken to evaluate the quality of the automatic
segmentation.

4.1.3. Voice database

After speech segmentation, no manual correction caased
out to refine the phoneme boundaries. Once the eegiion
information is ready, the voice creation is stréigtward.
Pitch mark detection is another important step.eg#witch
extraction tools are used to cross check the pitidrmation
to protect from strange values.

All  phoneme boundary information and context
information are collected to build voice databa3eée
building procedure is done automatically. Only ek was
built. The runtime voice database includes paranzet:
speech segment database, unit inventory with phonet
context, and acoustic features at phoneme boursdarie

High-level prosodic features such as phrase breag&s
based on a syntactic analysis of the input text.

4.1.4. Speech synthesis

The test set in Blizzard Challenge 2007 was also ase@st
sentences. New English test set includes 520 sezgefnom
five different categories. Totally, around 900 sewes are
generated.

These English test sentences are not synthesiped fr
Text. Again the festival Utterance structures fidee used as
input source to unit selection modules. Many fezguare
extracted from utterance structure files for targmist
calculation. These features include phonetic cantsixess,
phoneme position in hierarchy of utterance, phrased and
syllable, etc.

Unit selection procedure follows the descriptiorsé@ttion
2.2. Using target cost and join cost as measurenamnt
optimal unit sequence can be selected and streammdhe
waveform generation module.

4.2. Mandarin

4.2.1. Speech corpus

The Mandarin speech corpus for the blizzard 2008 is
composed of 4500 utterances spoken by a female.t&the
time length of English corpus is around 6.5 hoiilse wav
files are in 16k sampling rate. The content of eaclv file

was given in the Chinese character string. Beside the
transcription file, a labeling file is availablerfeach sentence.
One layer in the labeling file is a sequence of AN with
tone. Another layer in the labeling file includestet
Initial/Final sequence.

The Mandarin text corpus was gone through quickly.
seems many sentences are just part of usual fatesees.
After reading them, it is hard to grasp the meanofg
sentences. The style of the text corpus is quiferdnt from
our own system.

4.2.2. Fpeech segmentation

HTK toolkit was used to segment the speech corpasye
did for English. The basic unit for Mandarin coulte
syllable, Intial/Final or phoneme. Here Initial aRthal with
tone are used as basic units for the voice of Blizza
Challenge 2008. No tone or neutral tone is seenoas t
number 5. For an example, PINYIN “Bei3 Jingl” can be
converted into the pronunciation sequence “b &i81". “b”,
“ei3”, “j” and “ingl” are from basic units. Thereeaa total of
224 units, including pause.

4.2.3. Voice database

The transcription of Mandarin speech corpus is yaea by
the text processing module of NTTS. We used thepleim
maximum match method to segment the Chinese sestence
into words. HMM models are used to model POS. Hyger
is trained from the corpus of People’s Daily. Waa@lindary
and POS attribute are used as features for thes@hra
prediction module.

When converting text to pinyin sequence, tone Sahaé
to be considered to match real pronunciation.

The structure of the Mandarin voice database farzalid
Challenge is the same as the one for English.

4.2.4. Speech synthesis

The test set for Mandarin includes 647 news septeand 50
semantically unpredictable sentences. The simibell files



as training speech corpus are provided. Again wed rie
generate the phone sequence using front-end module.

5. Resultsof the Blizzard Challenge 2008

We only worked on the full set database for Englifivo
voices were submitted to Blizzard 2008, one for Ehgl
another for Mandarin.

5.1. English results

The English listening evaluation was organized aktrbe
same as in last year. The detail design can bedfauri2].
Totally there are five sections. However, moreeligr types
have been introduced. There are eight listenerstgedined in
2008. Several listener types only have few pardictp.

Three aspects of listening results are analyzediiasity
to original speaker, mean opinion score, and wordr gates
for semantically unpredictable sentences (SUS).r€halts in
2007 are included to show the trend.

For each aspect, interested breakdown data is also

presented. Three listener types in 2008 have tweinterpart
in 2007.

Table 1.Listener types

Listener type identifier

2007 2008
Paid UK students | K EUL
Volunteers R ER
Speech experts S ES

Another two systems, festival from CSTR[7] (partanip
letter B in 2007 and 2008 ) and HTS (participanteleN in
2007 and C in 2008), are used as reference systdfi$s-
2007[9] used speaker independent approach withkepea
adaptation.

Only data of voice A is included.

5.1.1. Smilarity test

Similarity to original speaker by mean(Voice A)

@ 2007 m 2008

Mean(score 1--5)
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0.5 1
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Figure 3: Similarity to original speaker by mean
(English voice)

From Figure 3 we can see that the similarity of diginal
speaker in 2008 is close to the one in 2007. Tfierdnce is
not statistically significant. The volunteer lisega gave

different responses for 2007 and 2008 voices. Teamscore
is around 3.3.

5.1.2. Mean Opinion Scores

The MOS scores of NTTS system are 3.0 in 2007 aRdn3
2008. It seems a slight improvement can be obsesdijure
4.
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Figure 4: MOS score in 2007 and 2008 (English
voice)

5.1.3. Word error rates for SUStest

Word error rates for SUS test(Voice A)
2007 m 2008
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Figure 5: Word error rates for SUS test (English
Voice)

The SUS test is the most challenging one among five
evaluation sections, especially for non-nativeelistrs. Many
listeners didn’t complete this section.

Native word error rate for voice A in 2007 couldive
found. So for the last category in figure 5, thex@nly one
column available.

In general, NTTS 2008 achieved better WER than 2007.
From figure 5, it can be seen that our system hagmmme
word error rate than festival and HTS. The worcdemate
from native speakers is about 18%. However, thedvesror
rate from non-native listeners is extremely highowe 50%.
The results from native listeners and non-natistefiers
show a huge difference.



5.1.4. Discussion on English voice

In general our Blizzard voice 2008 performed adittletter
than our voice 2007 on all three evaluation aspéais SUS
test, it is noticeable that different listener typmsed the
results a lot.
The performance improvement of voice 2008 may come
from following points:
e  Better database preparation
e Using festival Utterance structure information
from organizer. Our own generated information
is inferior to those provided data.
e The size of speech corpus for Blizzard
Challenge 2008 is bigger than the one of 2007.

5.2. Mandarin Results

This is the first time to include Mandarin into Blard
Challenge. The listening test design follows the esam
principle as English.

There are four listener types: MC - paid particigaint
China (native speakers of Mandarin), ME - paid pgénts
in Edinburgh (native speakers of Mandarin), MR -unbéers,
MS - speech experts.

The listening test results for similarity, MOS anard
error rates will be presented in following partheTHTS
(system “C") is taken as reference.

5.2.1. Smilarity test

Similarity scores comparing to original
speaker(Mandarin 2008)

Scores
w
‘

HTS Total MR MC ME MS

Reference system & NTTS

Figure 6: Similarity to original speaker by mean
(Mandarin voice)

From figure 6, HTS system show higher similarity
than NTTS. This is different from English case. The
similarity score of NTTS is around 3.0.

5.2.

2. Mean Opinion Scores

Scores
w

Mean opinion scores for Mandarin
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Figure 7: MOS score and 2008 (English voice)

From figure 7, the HTS system performed a little
higher than NTTS. The MOS score of NTTS is
around 3.0

3. Word error rates for SUStest

The evaluation of Mandarin voice is more complidatean
English. First, any traditional Chinese charactere a
converted to simplified Chinese characters.

Three sub-errors are defined:

¢ CER: Character Error Rate (CER) is calculated
using a similar procedure to WER, treating each
character as a word. No spelling correction was
used.

¢ PTER: Pinyin plus Tone Error Rate, which is
choosing the pinyin plus tone path through the
lattice that gives the lowest. All simplified Chires
characters are converted into pinyin plus tone.

*« PER, Pinyin Error Rate, strip the tones leaving only
pinyin, choosing the pinyin path through the lattic
that gives the lowest PER

Above points are basic definitions. The proceduce f
calculation of error rates will be presented inaileat the
workshop by the organizer.

Word error rate(100%)

Word Error Rate (Mandarin)
OCER mPTER OPER
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Figure 8: Word error rates for SUS test (Mandarin
Voice)

System U achieved the best performance in wordr eate
test. Beside NTTS, the best system is also presémtiéglire

8. The result is interesting. The human voice rebia
character error rate 13%. Without considering tadhe, PER

of human voice is about 5.8%. For NTTS, the CER, PTER
and PER are 20%, 14.7%, and 10.7% separately.

5.2.4. Discussion on Mandarin voice

This year we added Mandarin phrase prediction nedal
NTTS. The informal listening evaluation showed thisw
module help on the naturalness of samples generAfest
generating the blizzard test set, we checked sanwmlss.
We found that several samples had prosody problEme.
problem was traced back to phrase prediction whb t
blizzard Mandarin text corpus. The new added phrase
prediction module has low accuracy on the text gsrp

The possible reason is the style of blizzard tespus is
different from our training corpus. Our own databas
annotated with phrase boundary. In principle thekioad to
annotate the text corpus manually is affordablevéicr, for
Blizzard Challenge database, we have no time toato th

6. Conclusions

We have described the updated NTTS with which we
participated in the Blizzard Challenge 2008 for bBtiglish
and Mandarin. To build English voice database agktate
the English test set, we directly use these fdstitterance
structure files provided by organizer. Comparing Ergglish
listening test results with the one in last yealighs
performance improvement can be observed on allethre
evaluation aspect: similarity to original speakeean opinion
score, and word error rate for semantically unmtedie
sentences.

The updated NTTS has a new phrase prediction module
for Mandarin. However, due to the inconsistencewvbeh
module training text corpus and blizzard mandagki torpus,
this new phrase prediction module didn’t performllven
blizzard text corpus. It brought negative impaocts the
Mandarin blizzard voice database.

In the future the listening test result will be ther
analyzed. More attention will be paid to front-etelxt
analysis, and voice database preparation.
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