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Abstract

In this paper, text-to-speech (TTS) system submitted by IIITH
team for Blizzard Challenge 2017 is described. This year’s
Blizzard Challenge is a continuation to previous year’s task of
synthesizing children’s audio books. Our TTS system is based
on statistical parametric speech synthesis (SPSS) paradigm. It
is quite challenging to statistically model large variations in
prosody that are unique to the expressive audio book data given
in the challenge. We have explored two neural architectures
for acoustic modeling in SPSS to model them, they are: (1)
bidirectional long short-term memory (BLSTM) recurrent neu-
ral networks and (2) a deep hybrid architecture consisting of
two feedforward layers, followed by four highway layers with a
BLSTM stacked on top. Based on the objective scores on a held
out test set, we have submitted the former system for the chal-
lenge. Details of various architectural choices and training are
presented. From the results, it is clear that our system convinc-
ingly outperforms the baseline deep neural network and hidden
Markov model based SPSS systems in most evaluations with
statistical significant value (p) set to 0.01.
Index Terms: BLSTM, Blizzard Challenge, SPSS

1. Introduction
Statistical parametric speech synthesis (SPSS), has become the
dominant approach for text-to-speech synthesis (TTS) over the
last decade [1]. The key factors for the success of this paradigm
are: (1) Compactness: Since the statistical models learn to pre-
dict speech, we no longer need to store the original waveforms
as in unit selection and (2) Flexibility: The parameters of statis-
tical models can be suitably transformed to obtain desired vari-
ations in the synthesized speech [2]. Several statistical models
have been investigated for SPSS in the last decade and can be
broadly classified into two approaches: (1) Generative Mod-
els: These explicitly model speech dynamics and use a dif-
ferent model for predicting speech parameters from text. Ex-
amples of this approach are hidden Markov model - Gaussian
mixture model (HMM-GMM) [3], linear dynamical models [4],
and restricted Boltzman machine [5] based SPSS systems, and
(2) Conditional Models: The text-to-speech regression is mod-
eled directly rather than using two separate models as in the for-
mer approach. Classification and regression trees [6], random
forests [7], Gaussian processes [8], and neural network (NN)
[9] based SPSS belong to this category.

Of these, deep neural network (DNN) based approaches
have emerged as state-of-the-art in SPSS [10]. The improve-
ments in naturalness over HMM based synthesis has been at-
tributed to (1) powerful regression capabilites of DNNs and (2)
the frame-level modeling [11, 12]. In addition to improving
acoustic modeling, DNNs have demosntrated flexibility which

is one of the key factors for the success of SPSS paradigm.
Modeling variations like multiple speakers, languages, ages us-
ing a single neural network was shown in [13, 14, 15].

However, the naturalness of the synthetic speech using
SPSS is still low and there is a scope for improvement. In a
DNN based SPSS approach, the improvements can be made
to following components of text-to-speech pipeline (1) acoustic
modeling (2) text features (3) speech parametrization (vocod-
ing), (4) post-filtering and (5) duration modeling. Advance-
ments in acoustic modeling were made using more appropri-
ate architectures for time-series like recurrent neural networks
(RNN) [16, 17, 18] and modeling higher-order statistics using
mixture density networks [19]. Speech parametrization using
neural network approaches like [20, 21] seem to be perform-
ing better than the conventional signal processing vocoders like
STRAIGHT. Similarly in post-filtering, generatively trained
NNs [22, 23] have resulted in improved speech quality over
traditional signal processing based post-filtering methods. Du-
ration modeling could be explicit or implicit. Previously, most
NN based SPSS systems relied on an external duration predictor
[24]. Of late, there are some studies where duration modeling is
carried out simultaneously with acoustic modeling [25, 26, 27].

Recently, another class of models called Conditional-
Generative models have emerged as state-of-the-art in TTS sys-
tems [26, 28]. These combine above two approaches of SPSS
into a single approach and are relatively newer. Also, these are
statistical speech synthesis systems and not SPSS systems, as
they do not use parametric representations of speech to synthe-
size waveforms but directly predict the samples.

Our TTS system is based on statistical parametric speech
synthesis (SPSS) paradigm. It is quite challenging to statisti-
cally model large variations in prosody that are unique to the
expressive audio book data given in the challenge. We have ex-
plored two neural architectures for acoustic modeling in SPSS
to model them, they are: (1) bidirectional long short-term mem-
ory (BLSTM) recurrent neural networks and (2) a deep hybrid
architecture consisting of two feedforward layers, followed by
four highway layers with a BLSTM stacked on top. Further
description of model training, hyper-parameter fine-tuning and
architecture selection are given in the below sections.

The paper is organised as follows: Section 2 gives the de-
tails about the toolkit used to build NN models. In Section 3,
details of the dataset are given. In Sections 4, 5 and 6, acoustic
modeling, experimental setup and objective evaluation of mod-
els are discussed respectively. Results are presented in Section
7. Concluding remarks and future work are presented in Section
8.



2. MatNN Toolbox
This section describes the toolbox used to build our SPSS sys-
tem. The MatNN toolbox1 is developed in MATLAB for train-
ing advanced neural networks for various tasks, but mainly
tested on SPSS. The toolbox now contains DNN, DNN with
attention (DNN-WA) [29, 30], dropout [31], highway network
[32], various RNNs including ERNN [33], GRU [34], SLSTM
[35], LSTM [36], BLSTM [37] and the recently introduced
hybrid architecture convolution bank highway GRU (shortly
CBHG) [38]. It also contains sequence-to-sequence with atten-
tion architectures like seq2seq [39], Tacotron [27] and Trans-
former [40]. All the RNNs are trained using full back propaga-
tion through time (BPTT) and currently there is no support for
truncated BPTT [41].

While the DNN can run on both GPU and CPU, the recur-
rent architectures run on CPU alone. Also, the recurrent ar-
chitectures use a single sequence at a time and hence run us-
ing pure SGD than the more popular minibatch SGD. But pure
SGD gives us the advantage that the local minima reached is
more generalizable than that of those obtained using minibatch.
This feature may be very useful when using small datasets like
the Blizzard Challenge 2017 dataset.

This toolkit is not written to create an alternative to the ex-
isting high-performance (interms of speed in training) toolkits
like Tensorflow or Theano or Torch. The main purpose is to
be able to make the core neural net code of complex architec-
tures as simple as possible. The core neural network code (i.e.,
the forward and back propagation of any architecture) is made
very transparent without getting mired under several layers of
generic classes. The code is easily modifiable to create a new
architectures. For all the architectures gradient check is carried
out by comparing with numerical gradients to make sure back
propagation is correct [42].

3. Dataset
In this section, we describe the data used for building our mod-
els. Seven new audio books were added to the previous year’s
Blizzard Challenge data. This new data was manually seg-
mented at the sentence level. The special indicator sounds of
the start and end of the chapter were manually removed. Since
the some of the text was in PDF format, it was passed through
an online OCR tool to convert into a suitable format for build-
ing prompts in Festival followed by alignment using EHMM
tool [43].

We used all the data without any trimming for building
models. Three stories namely (1) The Boy Who Cried the Wolf,
(2) The Enormous Turn Tip, and (3) Goldilocks and the Three
Bears, were used as validation set and the rest of the data for
training. This split was adapted from CSTR Edinburgh’s last
year Blizzard Challenge paper [44]. The best performing model
on the validation data interms of objective metrics was chosen
to synthesize the test utterances. Table 1 shows the number of
utterances used for training and validation and corresponding
amount of data in hours.

4. Acoustic Modeling
4.1. BLSTM

At the core of acoustic model is BLSTM which is briefly de-
scribed here. While bidirectional version is used in the exper-

1https://github.com/SivanandAchanta/nntoolbox

Table 1: Description of speech corpus used

Total Train Val
# Utts. 7252 6999 253
# Hrs 5.4 5.2 0.2

Figure 1: Bidirectional Long-Short Term Memory

iments, for simplicity, below we give the unidirectional LSTM
equations.

The implementation of LSTM is rather standard including
forget gate and peephole connections (shown in Fig. 1). The
forward pass equations of our LSTM implementation based on
[45] are given below:

zt = g(Wzxt + Rzht−1 + bz)

it = σ(Wixt + Riht−1 + pi � ct−1 + bi)

ft = σ(Wfxt + Rfht−1 + pf � ct−1 + bf )

ct = it � zt + ft � ct−1

ot = σ(Woxt + Roht−1 + po � ct + bo)

ht = ot � h(ct)

(1)

where g and h are tanh activation functions and σ denotes sig-
moid activation function. Wz, Wi, Wf , Wo are the weights
from input and Rz, Ri, Rf , Ro are the weights from previous
state at unit-input, input gate, forget gate, and output gate, re-
spectively. pi, pf and po are the peep-hole connections and �
indicates element-wise multiplication. xt, ht are the input and
hidden state at time t.

The bidirectional version has another LSTM operating in
the reverse direction. The output yt is predicted using the for-
ward hidden state

−→
ht and the backward hidden state

←−
ht as

yt = Uf
−→
ht + Ub

←−
ht + bu (2)

Where Uf ,Ub,bu represent output layer forward, backward
weights and the bias.

5. Experimental Setup
In this section, details of the experimental conditions are given.
A neural network with one bidirectional long short-term mem-
ory layer is used [36, 37]. The forward and backward hidden
layers had 500 units each with tanh non-linearity. The weights
of the network are randomly initialized from a Gaussian dis-
tribution with variance scaled to 0.01 and biases are initialized
to zero excepting the forget-gate bias which is initialized to 1
[46]. The model was trained using pure stochastic gradient de-
scent with ADAM optimizer [47]. We use full back propagation
through time [41]. The learning rate was set to α = 0.0003 and



decay rate was set to β1 = 0.9. The input and output feature for
all the models are mean and variance normalized. The source
code for replicating our experiments is available online2.

5.1. Phoneset and Alignment

We have used two different phonesets for aligning the data us-
ing EHMM namely the mrpa and unilex phonesets. Both of
them are UK based English pronunciation phonesets. We found
that using unilex phoneset improved the log-likelihood of the
data implying that the alignment of the data was better using
the latter phoneset. We chose to build the voice with the unilex
phoneset.

5.2. Input Features

Input features are composed of: (1) categorical features (pen-
taphone identities, vowel identity in current syllable, etc), (2)
numerical features (# of syllables in word, # words in phrase
and so on), (3) durational features. The dimension of the input
feature vector is 334.

5.3. Output Features

50 dimensional Mel cepstral features (MCEP) and 26 dimen-
sional band-aperiodicities (BAP) were extracted with a frame-
shift of 5 ms for all the speech utterances along with their deltas
and double-deltas. This feature extraction is followed from
HTS-STRAIGHT demo available online. F0, ∆ F0, ∆∆ F0

and a binary voiced/unvoiced flag are used for modeling pitch
and voicing features. During testing, voiced/unvoiced thresh-
old was set using the best threshold computed from the training
data. The dimension of the output feature was 235.

5.4. Duration Modeling

The durations were modeled using another BLSTM with 50
tanh units. The input was same as the one described above ex-
cept the duration features and the duration of the current phone
in seconds was the output. Both the input and output are stan-
dardized.

5.5. Synthesis

During synthesis time, durations are predicted using a separate
BLSTM. The predicted output features are un-normalized using
training data mean and variance before passing to the parameter
generation module [3]. The resultant features are post-filtered
using the global variance technique proposed in [48] and then
synthesized using STRAIGHT vocoder [49].

6. Objective Evaluation
In this section, we discuss how various hyper-parameter settings
have been arrived at. Below we report objective metrics for
each hyper-parameter setting on the validation set and the best
architecture has been chosen for submission.

6.1. Acoustic Modeling

Table 2 shows objective scores for two neural architec-
tures namely (1) BLSTM and (2) MLP-HW-BLSTM. The
BLSTM architecture is 334L500N235L and MLP-HW-BLSTM
architecture is 334L500R250R250R250R250R250R250N235L
where L - linear units and N - tanh units. Clearly the BLSTM

2https://www.goo.gl/87tQGp

architecture performs slightly better than the hybrid architecture
and hence has been chosen for final submission.

Table 2: Objective scores of various systems

System MCD F0 RMSE VUVE BAPD
(dB) (Hz) (%) (dB)

BLSTM 5.33 68.98 11.54 26.50
MLP-HW-BLSTM 5.35 68.80 11.56 26.63

7. Results
In this section, we discuss the results of our system and contrast
it with the performance of baselines. Our system identifier is
M.
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Figure 2: Our system (M) performance in the naturalness of
synthesized speech with all listeners

7.1. Naturalness

We first consider the results for naturalness. Mean opinion
scores for naturalness from all listeners on book sentences are
shown in Figure 2. Our system outperformed the two SPSS
based baseline systems (C and D) and is very close the strong
unit selection based Festival baseline system (B). The pairwise
Wilcoxon signed rank tests (with alpha Bonferoni corrected)
with p = 0.01, reveals that there is significant difference be-
tween baseline systems C, D and our system (M), while there
is no significant difference between baseline system B and our
system (M). The same trend can be seen across the scores made
by paid listeners, speech experts and on-line volunteers.

7.2. Speaker Similarity

We now consider mean opinion scores for speaker similarity.
The mean opinion scores for speaker similarity from all listen-
ers on book sentences are shown in Figure 3. Considering rat-
ings from all listeners (or any other listener group), our system
seems to be performing well. Again, the pairwise Wilcoxon
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Figure 3: Our system (M) performance in the similarity to the
original speaker with all listeners

signed rank tests (with alpha Bonferoni corrected) with p =
0.01, reveals that there is significant difference between base-
line systems C, D and our system (M). However, in speaker sim-
ilarity unlike naturalness there is significant difference between
baseline system B and our system (M) implying that B being
a unit-seletion based system has convincingly higher speaker
similarity than our SPSS based system.

7.3. Evaluation of Audiobook Paragraphs

We now consider the results for evaluation of audiobook
paragraphs that have been evaluated on several other factors
like stress, intonation, emotion, pleasantness, listening effort,
speech pauses and overall impression. Considering ratings from
all listeners on overall impression are shown in Figure 4, our
system showed similar performance as in the case of the iso-
lated sentence evaluation of naturalness and speaker similarity.

7.4. Intelligibility

Our systems performance is most notable in word error rate
(WER) on semantically unpredictable sentences (SUS). Clearly
Fig. 5 shows that our systems WER performance is amongst
top performing systems and is around 32 %. The pairwise
Wilcoxon signed rank tests (with alpha Bonferoni corrected)
with p = 0.01, reveals that there is no significant difference be-
tween system D,I,J,L,G and our system (M).

8. Conclusions and Future Work
The main challenge of synthesizing expressive audio book
data involves appropriately modeling large variations both in
prosody (i.e, duration of phonemes, speech pauses, pitch con-
tour) and spectrum. While we believe that our BLSTM system
could model these to a certain extent, it is clear from the syn-
thesized audio samples that we would have to explore better
input/output representations and advanced statistical models to
improve the performance. For instance, due to heavy averag-
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Figure 4: Our system (M) performance in the overall perfor-
mance of synthesized speech at paragraph level with all listen-
ers

ing there was muffledness in the output even after post filtering
pointing to the fact that better input representations could have
reduced the averaging effect. Also using spectrogram as the
speech representation as in [27] instead of the MCEP, F0 and
BAP features may increase the robustness to F0 errors in the
synthesis.

As for the statistical modeling, using autoregressive models
like [27] or [26] might be worthwhile investigating into. How-
ever, after conducting some preliminary experiments we suspect
that a larger database might be required for such models than the
one provided for the challenge.
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