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Abstract

The paper presents the RoyalFlush synthesis system for Bliz-
zard Challenge 2020. Two required voices are built from the
released Mandarin and Shanghainese data. Based on end-
to-end speech synthesis technology, some improvements are
introduced to the system compared with our system of last
year. Firstly, a Mandarin front-end transforming input text in-
to phoneme sequence along with prosody labels is employed.
Then, to improve speech stability, a modified Tacotron acoustic
model is proposed. Moreover, we apply GMM-based attention
mechanism for robust long-form speech synthesis. Finally, a
lightweight LPCNet-based neural vocoder is adopted to achieve
a nice traceoff between effectiveness and efficiency.

Among all the participating teams of the Challenge, the i-
dentifier for our system is N. Evaluation results demonstrates
that our system performs relatively well in intelligibility. But it
still needs to be improved in terms of naturalness and similarity.
Index Terms: Blizzard Challenge 2020, speech synthesis, end-
to-end, attention, LPCNet

1. Introduction

The purpose of the Blizzard Challenge, which has been held
annually since 2003, is to better understand and compare speech
synthesis techniques proposed by different participants on the
same corpus.

Speech synthesis or text-to-speech(TTS) is a technique that
converts the normal text into human-like speech. Intelligibility
and naturalness are two key points of a speech synthesis sys-
tem. Until now, there are mainly three types of popular speech
synthesis techniques described as below.

* Concatenation synthesis: Concatenation synthesis is
based on the concatenation of recorded speech units.
Ling et al. [1] presented HMM-based unit selection
method to determine the selected speech units for gen-
erating speeches in Blizzard Challenge 2007. Concate-
nation TTS directly selects natural speech units from a
recorded speech database, which enables the system to
generate speech with natural quality. However, as the
footprint of the stored data is reduced, desired units may
be unavailable in the database, and audible discontinu-
ities may result.

¢ Statistical parametric speech synthesis: Statistical
parametric speech synthesis(SPSS) can be divided into
HMM-based synthesis and NN-based synthesis. HMM-
based synthesis is a method to synthesize speech at the
foundation of hidden Markov models. In this approach,
the frequency spectrum (vocal tract), fundamental fre-
quency (voice source) and duration (prosody) of speech
are simultaneously modeled by using HMMs [2]. On the
other hand, NN-based method is based on deep nueural
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network(DNN) [3] or long short term memory(LSTM)
[4]. Compared with concatenation synthesis, speech
synthesized by SPSS uses a relatively small corpus, but
its quality is relatively poor. However, because of its sta-
bility, the SPSS method has been utilized in practical ap-
plications before the emergence of end-to-end approach.

* End-to-end synthesis: In recent years, end-to-end
speech synthesis technologies have made rapid progress
and achieved remarkable performances. In 2017, google
proposed Tacotron 2 [5] which predicts mel spectro-
grams, following with the Wavenet vocoder [6], and
achieved synthesized speech with high quality close to
human beings. FastSpeech [7] and FastSpeech?2 [8] were
proposed by Microsoft to solve the problem of slow in-
ference. WaveRNN [9], a single-layer RNN vocoder that
matches the quality of WaveNet, was proposed in 2018.
LPCNet [10], a WaveRNN variant can be deployed on
mobile phones. Compared with above two approaches,
end-to-end synthesis simplies traditional pipeline and is
capable of generating better speech.

Following the recent progress of speech synthesis, we adopt
an end-to-end architecture for tasks in Blizzard Challenge 2020.
A modified Tacotron model is proposed to better predict acous-
tic features. Location-relative GMM attention [11, 12] is ap-
plied as a replacement for Location-sensetive attention [13, 5]
in Tacotron 2. LPCNet vocoder is used to generate waveform-
s from the predicted acoustic features. Moreover, we generate
prosody boundary labels for the released Mandarin data with
help of an annotation tool, and use phoneme sequences and
prosody labels as inputs of the modified Tacotron model to al-
leviate the controllability problem.

The remainder of this paper is organized as follows. In Sec-
tion 2, we introduce the tasks in Blizzard Challenge 2020. In
Section 3, our system is described in detail. The evaluation re-
sults are given in Section 4. Finally, Section 5 presents some
concluding remarks to end the paper.

2. The tasks in Blizzard Challenge 2020

There are two tasks in Blizzard Challenge 2020 as follows:

* Hub task 2020-MH1: Mandarin Chinese Found Data
- About 9.5 hours of speech data from one native Man-
darin speaker is provided. The hub task is to build a voice
from this data.

¢ Spoke task 2020-SS1: Shanghainese Found Data -
About 3 hours of speech data from one native Shang-
hainese speaker is provided. The spoke task is to build a
voice from this data.

While hub task is very similar to the task of last year, spoke
task introduces Shanghainese to Blizzard Challenge for the first
time. We will describe our systems for these 2 tasks in the fol-
lowing section.
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Figure 1: The overall architecture of RoyalFlush TTS system.
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3. System description

The overall architecture of the RoyalFlush speech synthesis sys-
tem is shown in Figure 1. It consists of two parts, the training
phase and the synthesis phase. We construct our systems for
the hub task and the spoke task with the same architecture. The
two systems have only slight differences in linguistic features,
which will be described as follows.

In training phase, the <text, audio> pairs from the released
datasets are utilized. For the released Mandarin text in hub task,
an internal grapheme to phoneme(G2P) tool and a prosody an-
notation tool are used to generate linguistic features, including
phoneme sequence and prosody labels. Here, the prosody la-
bels are in the form of typical three-layer structure[14]. Mean-
while, for the spoke task, the phoneme sequences are provided
directly from the Challenge committee, they are directly used
as the linguistic features. In this work, we define the LPC-
Net features as consisting of 18 Bark-scale [15] cepstral co-
efficients(BFCC) and 2 pitch parameters. The 20-dimensional
LPCNet features are extracted from audio as acoustic features,
while 80-dimensional mel-spectrgrams are also extracted as in-
termediate features of acoustic model. The linguistic features,
acoustic features, as well as intermediate features are used for
training the modified Tacotron acoustic model, and LPCNet fea-
tures are used independently for training LPCNet vocoder.

In synthesis phase, we adopt front-end to convert Mandarin
text in evaluation set of the hub task to linguistic features. How-
ever, we directly use phoneme sequences, which are provided
by the challenge committee in evaluation set of the spoke task
as linguistic features. It is worth noting that we do not split long
paragraphs into short sentences, because our acoustic model is
robust to synthesize long sentences. The linguistic features are
fed into the system and speech waveforms are then generated.

3.1. Data processing

All training speech data are provided by Challenge committee,
no external data are used in our systems.

Mandarin data for the hub task contains 4365 audio files,
with a sampling rate of 48kHz. The files are about 8 sec-
onds on average, and 9.5 hours in total. In the data process-
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Figure 2: The architecture of acoustic model.

ing stage, both the audio and text are processed. Firstly, the
audio are down-sampled to 16 kHz. Then we use a prosody
annotation tool to automatically split long speech into short
ones and add prosody labels to corresponding text according to
prosody boundary detection. Then we use a G2P tool to convert
the text into phoneme sequence. Linguistic features, including
phoneme sequence and prosody labels, are taken as input of
modified Tacotron acoustic model.

Shanghainese data for the spoke task contains 1900 audio
files, with a sampling rate of 16kHz. The files are about 5.6 sec-
onds on average, and 3 hours in total. As the dataset has been
provided with phoneme transcriptions, we directly take these
Shanghainese phoneme sequence as input of acoustic model
without use of prosody annotation or G2P module.

Both mel-spectrgrams and LPCNet features are extracted
for acoustic model training. Here, mel-spectrgrams are extract-
ed with 10ms hop size to match the size of LPCNet features, and
LPCNet features are extracted using mozilla’s official tool [16].
LPCNet features are used as target output of acoustic model,
while mel-spectrgrams are introduced as intermediate represen-
tation of acoustic model as mentioned above.

3.2. Front-end

Front-end is used to transform input Mandarin text into linguis-
tic features in synthesis phase. It works in following process.
Mandarin text first passes through a rule-based text normaliza-
tion module, then a Conditional Random Field(CRF) [17] based
prosody prediction module is utilized to predict the three-layer
prosody boundary labels for the normalized Mandarin text. Fi-
nally, a G2P module, with polyphone disambiguation [18] as
its core component, is used to acquire linguistic features in the
phoneme level.

3.3. Acoustic model

Traditional SPSS systems are complex, which generally consist
of a duration model and an acoustic model. These modules need
laborious feature engineering, and errors from independently
trained modules will be accumulated. To avoid such problem-
s, we adopt end-to-end architecture with attention mechanism
for our acoustic model, for which no extra module is needed,
including duration model.

The implementation of acoustic model in our system main-
ly refers to Tacotron 2, however we modify the architecture
to better predict acoustic features, as shown in Figure 2. Dif-
ferent from original architecture, the acoustic model takes lin-



guistic features generated by front-end as input, and the 20-
dimensional acoustic features for LPCNet vocoder as output.
The detailed descriptions of each component will be presented
as follows.

3.3.1. Encoder

The encoder is used to covert linguistic features into text hidden
representations. It consists of 3 convolutional layers and 1 bi-
directional LSTM [19]. The configurations of these layers are
the same as in Tacotron 2.

3.3.2. Attention

Attention mechanism [20] is widely used in seq-to-seq models
[21] to align input and output sequences. Tacotron [22] adopts
content-based [23] attention while Tacotron 2 adopts location-
sensitive attention. However, these systems sometimes suffer
from alignment failures, which may lead to missing characters
or incomplete synthesis. Most importantly, they lack ability to
process long text paragraphs like the cases in evaluation set of
the hub task.

With prior knowledge that text position progresses nearly
linearly to time in TTS domain, location-relative GMM-based
attention was firstly introduced in [11]. Google further modified
the GMM-based attention [12] in improving alignment speed
and consistency during training.

This attention mechanism uses mixture of K Gaussions to
produce attention weight ¢; ;, which indicates the alignmen-
t weight at decoder time step i attending to text position j. The
implementing form of GMM-based attention is shown in Equa-
tion (1), where «;, the mean of each Gaussian component, in-
dicates the attending central location, 3; indicates the attending
boundary, and «; indicates the importance of each component
within the mixture.

K

g1 = alexp (fﬁf (vt - 1)2) M
k=1

To compute the parameters of the attention weight, interme-

diate parameters (&i, B, f%,) are firstly computed by applying

a densely-connected layer in Equation (2), where s; is the de-

coder RNN hidden state. Then, the final parameters «;, f3;, <
are computed by Equations (3)-(5).

(0, Bisiv) = Wi + b @)
a; = exp (&) ©)]
Bi = exp (Bz) C))
Ki = Ki—1 + exp (R;) 5)

As we see in Equation (5), exp (&;) is always positive,
which indicates that the GMM-based attention is monotonic and
location-relative.

With GMM-based attention applied in our acoustic model,
text as long as hundreds of Mandarin characters can be synthe-
sized, while the speech naturalness is preserved.

3.3.3. Decoder

The decoder is used to predict mel-spectrograms from the text
hidden representation by using an autoregressive recurrent neu-
ral network. The components of the decoder are the same as the
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original Tacotron 2. The mel-spectrograms predicted at previ-
ous time step are passed through a 2 densely-connected layers
known as Pre-Net. Output of decoder LSTM which consists of
2 LSTM layers with 1024 units then passes through two linear
transforms separately to predict mel-spectrograms and stop to-
kens. 5-layer convolutional network is applied to improve mel-
spectrograms reconstruction.

3.3.4. Postnet - CBHG module

We don’t adopt Tacotron 2 architecture to predict LPCNet fea-
tures directly, due to the instability of synthesized speech. In-
stead, mel-spectrograms are treated as intermediate features,
and CBHG module proposed in Tacotron is used as postnet to
transform mel-spectrograms into LPCNet features. Consisting
of a bank of 1-D convolutions filters, highway network [24] and
bidirectional GRU [25], CBHG is a powerful module for ex-
tracting acoustic representations. With this approach, we aim to
improve the stability of synthesized speech.

3.4. Vocoder

LPCNet vocoder is a WaveRNN variant which produces speech
waveforms from 20 features consisting of 18 cepstral coef-
ficients and 2 pitch parameters. Combining linear predictor
[26] which represents vocal tract response, with neural net-
work which predicts LPCNet residual(vocal source signal), the
LPCNet vocoder achieves extremely high efficiency while high
speech quality is remained.

We combine the LPCNet vocoder with the modified
Tacotron acoustic model. For hub task, we trained the network
for 40 epochs with a batch size of 64. While for spoke task,
we trained for 90 epochs. The AMSGrad [27] optimizer is used
and models are trained from scratch. Only datasets provided by
Challenge committee are used without any external data. Run-
ning 3 times faster than real time on a single 2.4GHz Intel X-
eon E5 cpu, we have comfirmed that LPCNet achieves higher
speech quality than Griffin-lim [28].

4. Evaluation results

In Blizzard Challenge 2020, 17 systems were evaluated for the
hub task, and 9 systems were evaluated for the spoke task. For
each task, a natural speech set A was also provided for refer-
ence. Among all the participating teams, our system is identi-
fied as N in both tasks.

The evaluation results of hub task for all participating sys-
tems, including naturalness test, similarity test, intelligibility
test and paragraph test, are shown in Figure 3. Meanwhile, the
evaluation results of spoke task are shown in Figure 4 with on-
ly naturalness test, similarity test and intelligibility test. Here,
mean opinion score (MOS) is used to represent the naturalness
of the system. Pinyin with tone error rate (PTER), as well as
intelligibility score, is used to indicate the intelligibility of the
system. Similarity represents how similar the synthetic voice
sounds like the original speaker. Paragraph test is evaluated
with various criteria, such as pleasantness, emotion and stress.

Our system performs relatively well in intelligibility test of
hub task, and achieves improvements in all aspects compared
with our system of last year. But there are still much space to
be improved in naturalness and similarity. One reason why our
system is not ideal is that we use the LPCNet vocoder, which
keeps a tradeoff between effectiveness and efficiency. Due to
resource limitations in both human and computations, we didn’t
explore more effective and complicated vocoders.
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5. Conclusions

This paper gives the description of our submitted system and
the evaluation results in Blizzard Challenge 2020. We built an
end-to-end architecture based on a modified Tacotron acoustic
model, followed by a LPCNet vocoder. Prosody labels are in-
troduced for fine-grained control of synthesized speech. GMM-
based attention is applied for robust long-form speech synthe-
sis. Our system achieved relatively good performance in sev-
eral evaluation aspects for the challenge. However, there are
still much work to do in terms of naturalness and similarity. In
future work, more effective front-end module and high-quality
neural vocoders such as WaveGlow are the main directions of
our system.
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