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Abstract
This paper describes the proposed Himalaya text-to-speech syn-
thesis system built for the Blizzard Challenge 2020. The
two tasks are to build expressive speech synthesizers based
on the released 9.5-hour Mandarin corpus from a male native
speaker and 3-hour Shanghainese corpus from a female na-
tive speaker respectively. Our architecture is Tacotron2-based
acoustic model with WaveRNN vocoder. Several methods for
preprocessing and checking the raw BC transcript are imple-
mented. Firstly, the multi-task TTS front-end module trans-
forms the text sequences into phoneme-level sequences with
prosody label after implement the polyphonic disambiguation
and prosody prediction module. Then, we train the released cor-
pus on a Seq2seq multi-speaker acoustic model for Mel spec-
trograms modeling. Besides, the neural vocoder WaveRNN[1]
with minor improvements generate high-quality audio for the
submitted results. The identifier for our system is M, and the
experimental evaluation results in listening tests show that the
system we submitted performed well in most of the criterion.
Index Terms: Speech Synthesis, Deep Neural Networks,
Tacotron2, WaveRNN, Blizzard Challenge 2020

1. Introduction
This is the first time for Himalaya to participate in this Blizzard
Challenge (BC) as it has held every year since 2005 for speech
synthesis techniques enhancement and communication.[2] The
task of Blizzard Challenge 2020 is to build synthetic voices in
Mandarin and Shanghainese. Testing set of sentences are also
provided. Participates are required to submit the corresponding
speech files generated by their own model. Then these files
will be evaluated by paid participants, volunteers and speech
experts.

Speech synthesis, also called TTS (text-to-speech) is a tech-
nology aiming to generate human-like speeches from texts.
End-to-end TTS system is a type of system that can be trained
on (text,audio) pairs. It usually contains 2 components: an
acoustic model and a vocoder. Acoustic model predicts acoustic
intermediate features from texts. As for vocoder, e.g. Griffin-
Lim [3], WORLD [4], WaveNet [5] or WaveRNN synthesizes
speeches with generated acoustic features.

In this paper, we propose a end-to-end Mandarin & Shang-
hainese TTS system based on Tacotron2 and WaveRNN. As
Chinese texts aren’t suitable for TTS, before feeding texts into
acoustic model, we convert texts into Chinese pinyin (phoneme)
sequences with tone firstly. With the given input pinyins, our
system could generate high fidelity speech. Specifically, we
follow the commonly used encoder-decoder structure with at-
tention structure to get mel-spectrogram as acoustic features,
then feed them into neural vocoder to generate speech. More-
over, polyphonic disambiguation and prosody prediction mod-
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Figure 1: Block diagram of the our system architecture

ules have been applied as the front-end part for better waveform
quality.

The rest of the paper is structured as follows. Section 2 in-
troduces Blizzard Challenge Tasks and the given datasets. Sec-
tion 3 describes front-end structure and the details of our sub-
mitted system, followed by the evaluation results in section 4.
Finally, the conclusion is given in section 5.

2. Task and Datasets in BC2020
2.1. Tasks

The two tasks this year are to build a voice from in-domain and
out-domain evaluated sentences by making use of the given two
training datasets:

• Mandarin Chinese (Task1) - About 9.5 hours of speech
data from a male native speaker of Mandarin.

• Shanghainese (Task2) - About 3 hours of speech data
from a female native speaker of Shanghainese.

2.2. Datasets Description

Datasets the committee provided including waveform files and
corresponding Chinese-character text transcripts.

Provided audio data have mono channel, 16-bit depth with
almost the same quality. The directory in Task1 containing 4365
audio files with 48 kHz sampling rate (around 9 hours 36 min-
utes) but only contain 1900 audio files with 16kHz sampling
rate (around 2 hours 56 minutes) in Task2.
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Figure 2: Front-end architecture

It is worth mentioning that several wrong phoneme results
of some single words in the offered Shanghainese transcription
have manually corrected. Besides, as the external datasets are
allowed to use for data augmentation in this challenge, we use
extra four-speaker datasets (Ximalaya®) in Task1.

3. System Description
As the goal for text-to-speech synthesis system is to get the
waveform reconstructed from the text input, in this section, we
will describe the detailed system structure we used in this chal-
lenge. See Figure 1.

3.1. Data Preprocessing

Because of the sampling rates of provided training data in
two tasks are different, all the audio data from each task have
been downsampled and upsampled by FFmpeg from 48kHz and
16kHz respectively to consistent 22kHz. The coefficient 0.97 is
used for pre-emphasis process, then the acoustic features are
extracted as 80-band mel-scale spectrogram from waveforms
through STFT with 50ms frame size and 12.5ms frame hop.
Text is converted into syllable sequence through front-end mod-
ules mentioned below, see Figure 2.

3.1.1. Polyphonic Disambiguation

In Mandarin speech synthesis, due to the existance of homo-
graphs, it is common to see that some Chinese characters have
more than one pronunciation which called polyphonic ambigu-
ity. Since the Grapheme-to-phoneme (G2P) conversion serves
as an essential component in Chinese Mandarin text-to-speech
system, the pronunciation of polyphonic characters directly af-
fect the listening effort and naturalness. A variety of approaches
have been proposed to address the polyphonic disambiguation
problem. Some classification tasks have been proposed like DT-
guided TBL[6] or Maximum Entropy model[7, 8, 9]. Besides,
End-to-end framework have been served in recent years such as
Bi-directional LSTM framework[10, 11], pre-trained BERT[12]
etc.. In our front-end system, we input a sequence of characters
and train the network in the end-to-end manner. Firstly, we get
the polyphonic character in each sentence with its previous and
following words as contexts. Then, we generate the POS tag
sequence as token sequence, thus each feature vector includes a
combination information of character itself, a polyphonic iden-
tity and a POS tag. Finally, these feature sequences are fed
into a slightly optimized BiLSTM-CNN framework with 0.5
dropout rate has been used for training. The training sets includ-
ing 255 polyphonic character and their corresponding sentences
with different pronunciations about 530,000 in total.

3.1.2. Prosody Boundaries Prediction

Not only model can learn rhythm by text-audio pair, but also
can learn it by prosodic break. The strength of the break
is usually means distinguishing duration between characters,
which classified as three-level symbols including prosodic
words (PW), prosodic phrases (PPH) and intonation phrases
(IPH)[13]. Therefore, a multi-task learning model have been
proposed for addressing this issue through a Seq2seq frame-
work which mainly consist of bidirectional LSTM network.
When the labeled prosody training data are ready, we firstly
recover then into original chinese sentences. In our cases, for
the pre-trained model, 350,000 boundary-labeled training sen-
tences1 are pre-processed by the existing open-sourced toolkit
PKUSEG[14], which provides word segmentation (each word
are converted into ’BMES’ labels[15]) and part-of-speech tag-
ging. Then, we can easily extract the length of each word in
sentence forward and backward. The last step of data process-
ing is to align multiple semantic information including word
segmentation, part-of-speech tagging, forward-backward word
length are compressed into the fixed-length embedding. It is fed
into a bidirectional LSTM encoder with 0.5 dropout rate. The
output comes from the encoder is decoded through a RNN layer
with a following single fully connected layer.

3.2. Attention-based Acoustic Model

Nowadays, most end-to-end Text-to-Speech systems have an
encoder-decoder structure with attention, which is significantly
helpful for alignment learning. Tacotron2[16] uses an auto-
regressive attention[17] structure to predict alignment, with
CNNs-LSTM-based architecture [18, 19]. The phoneme-level
sequences of raw text is fed into an encoder which are converted
into hidden states. Then the attention determines the alignment
of each phoneme, from which the number of frames that attend
on that phoneme can be induced. Then the features generated
by attention module are fed in every step of the decoder.

In order to improve rhythm and pronunciation, we use
polyphonic disambiguation and prosody prediction module to
correct the Pinyin and generate prosody break in Mandarin
Dataset. As Blizzard Challenge holder provides a 9.5 hours
single-speaker Mandarin Dataset which is not enough for us
to train a state-of-art model, our system modify the data pre-
processing step and add a 512-dimension random initialized
trainable speaker embedding which concatenate with the En-
coder outputs for speaker identification (which is not shown
in Figure 1.). Before training the provided Mandarin dataset,
we pre-trained a four-speaker Tacotron2 model (which the
datasets includes over 15 hours bilingual text-audio pairs for
each speaker) for fine-tuning on Blizzard data. Finally, the au-
dio is reconstructed by the Neural Vocoder introduced in the
following part. Because of time constraints, for dealing with
Shanghainese Dataset, we only train the model in the normal
way without fine-tuning and any other methods.

3.3. WaveRNN Neural Vocoder

Due to the lack of phase prediction and the artifacts caused
by traditional vocoders like Griffin-Lim[3] and STRAIGHT[20]
which face great difficulties in producing high fidelity speech,
we use neural WaveRNN as our vocoder for waveform genera-
tion. WaveRNN is a simple and powerful recurrent network for
the sequential modeling of high fidelity audio. It matches the

1Dataset belongs to Ximalaya®
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Figure 3: Mean Opinion Scores (Naturalness ratings). System
M is the proposed system and A is the natural speech in MH1.

quality of the latest WaveNet model, but has much lower costs.
The overall computation in the WaveRNN is as follows:

xt = [ct−1, ft−1, ct]

ut = σ(Ruht−1I
∗
uxt)

rt = σ(Rrht−1 + I∗rxT )

et = τ(rt · (Reht−1 + I∗ext)

ht = ut · ht−1 + (1− ut) · et
yc, yf = split(ht)

P (ct) = softmax(O2relu(O1yc))

P (ft) = softmax(O4relu(O3yf ))

(1)

where the * indicates a masked matrix whereby the last
coarse input ct is only connected to the fine part of the states
ut, rt, et and ht and thus only affects the fine output yf . The
coarse and fine parts ct and ft are encoded as scalars in [0, 255]
and scaled to the interval [-1, 1]. The matrix R formed from
the matrices Ru, Rr , Re is computed as a single matrix-vector
product to produce the contributions to all three gates ut, rt and
et. and are the standard sigmoid and tanh non-linearities.

In our system, the configuration details are almost the same
as the origin WaveRNN. The model in mandarin datasets is
trained in a multi-speaker Mandarin model way in order to im-
prove fidelity but is trained in single-speaker datasets in SH1
as the limitation in Shanghainese datasets. In addition, noise is
added into model to help model against outliers.

4. Results and Evaluation
In this section, we will discuss our evaluation results in detail.
There are 17 system including 1 benchmark with 16 submit-
ted systems evaluated in MH1, and 8 submitted systems evalu-
ated in SS1. Our designated system identification letter is “M”,
whereas system “A” is the natural speech. The subjects who
are involved in the listening test are speech experts, paid lis-
teners and online volunteers and so on. We ranked the 5th in
task-MH1 among 16 participating teams and ranked the 7th in
task SS1. The content below will demonstrate the official eval-
uation results in Blizzard Challenge 2020 of two tasks respec-
tively. In Task1 (MH1), we mainly focus on analysing the in-
dicators of INT (Intelligibility of sentences), SIM (Similarity),
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Figure 4: Mean Opinion Scores (Naturalness ratings). System
M is the proposed system and A is the natural speech in SS1.

Figure 5: MOS - various criteria. M Scores evaluated the pro-
posed system as well as A Scores evaluated the natural speech
in MH1. The scale of the score is from 1 to 60 for the follow-
ing aspects (the scale of 1 to 50 is represented the results from
bad to excellent. All the scores are evaluated based on MEAN
scores.

MOS (Mean Opinion Scores) and the overall impression. Be-
sides, we will discuss the INT, SIM and Mos in Task2 (SS1).

4.1. Results for Mandarin and Shanghainese

4.1.1. MOS on sentences

Figure 3. and Figure 4. both show the boxplot evaluation of
MOS on naturalness of all systems for MH1 evaluated on news
and PSC sentences and SS1 evaluated on chat and news sen-
tences respectively. In general speaking, difference of tasks is
not significant among the participating systems ranking well.
In task MH1, System A performs a high-quality natural speech
from real person as a reference, and the score of our system is
3.9 which ranked the 5th among all the team. However, in task
SS1, we ranked the 7th among 8 participants that we only got
2.7 points which need to be improved as we did not take any
methods on low-resourced data in this task owing to the time
constraints.
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Figure 6: Speaker similarity ratings. System M is the proposed
system, A is the natural speech in MH1.

4.1.2. MOS on paragraph

The results of the MOS tests on news paragraph sentences is
consists of six section including emotion, intonation, listening
effort, pleasantness, speech pauses, stress and overall impres-
sion are shown in Figure 5.

The results of speech pause and stress could comes from
the prosody prediction module in the front-end network which
need to be more domain-adaptive with more accurate hierar-
chical level. Moreover, although there are several methods we
have tried, like VAE, β-VAE and some hierarchical generative
model etc., that have been proven to be feasible on emotion
and intonation control, we did not applied on the blizzard chal-
lenge as considering about the robust and stability of the model
which could affect the quality of the results. Furthermore, pitch
and duration model could benefit for intonation and pleasant-
ness which could be applied and enhanced in the future. As we
can see, our system have a moderate-level performance in MOS
evaluation of various criteria. It indicates that the overall im-
pression of our system which got marks 40 means that there is
still a gap compared with natural speech which got 50 marks.

4.1.3. Similarity test

The two boxplot results of speaker similarity scores evaluated
compared to the real speaker are showed in Figure 6. and Fig-
ure 7. We are slightly above the average among all participants
as we achieved the scores of 3.8 and 3.3 in tasks 1 and 2 respec-
tively.

4.1.4. Intelligibility test

In this part, the test sentences are derived from random combi-
nations of Chinese phrases in the PSC. As it can be seen, Fig-
ure 8. displayed the evaluation results in this section. Com-
pared with real speaker system A and system I and L who per-
formance well in intelligibility test, we still have room for im-
provements. Besides, in comparison to system O who received
the highest MOS score, we got 0.111 of the average PERT
(Pinyin Error Rate with Tones) which shows the pronunciation
prediction of our system is respectively accurate while main-
taining good naturalness.

174 174 174 174 174 174 174 174 174n

A I E L K N O M C

1
2

3
4

5

Mean Opinion Scores (similarity to original speaker)

System

Sc
or

e

Figure 7: Speaker similarity ratings. System M is the proposed
system, A is the natural speech in SH1.
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Figure 8: Overall pinyin error rate with tones in MH1.

5. Conclusions
In this paper, we present the details of our TTS system, includ-
ing polyphonic disambiguation, prosody boundary prediction
module, attention-based acoustic model and neural vocoder. We
built an end-to-end speech synthesis system based on Tacotron2
and WaveRNN and investigate the effect of multi-speaker,
transfer learning and front-end processing application. In gen-
eral, the final evaluation results in both tasks indicates that our
system has a middle performance slightly above the average. It
seems that we still have much room for improvement, especially
in the aspects of low-resourced data synthesize, style control,
acoustic feature extracting, the front-end accuracy, speed and
quality of vocoder and achieve better performance in all crite-
rion in the future.
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